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ABSTRACT 
Background: This research examines the potential criminal offenses that can be committed by Artificial 
Intelligence (AI) and the implications of criminal law liability for them in the context of Indonesian law. AI, which 
is increasingly developing with its autonomous capabilities, has the potential to result in new criminal offenses 
that have not been fully anticipated by the existing legal system. Potential AI crimes, such as deepfakes and 
criminal offenses by autonomous vehicles, represent a significant threat to public safety and privacy. While some 
developed countries have begun to regulate the use of AI, Indonesia does not yet have specific regulations 
governing AI and its potential threats. Method: This research uses a juridical-normative method with 
conceptual, case, and statutory approaches, to analyze the concept of criminal liability in AI crimes. Findings: By 
considering legal doctrines, this research proposes that responsibility for the actions of AI, which cannot yet be 
considered an independent legal subject, should be transferred to humans as developers or users through the 
doctrines of in loco parentis and Vicarious Liability. Through this approach, AI is treated as a human-controlled 
tool, so legal liability remains with the entity that has direct control. Conclusion: This study expects proactive 
steps from the Indonesian government to develop clear regulations on AI, to ensure the protection of the public 
from the risks posed by AI. The regulation should be able to accommodate the rapid development of technology 
while educating the public on the risks of AI. Novelty/Originality of this Study: This research highlights the 
absence of specific AI regulations in Indonesia and offers a legal framework by applying the doctrines of in loco 
parentis and Vicarious Liability to AI-related offenses. It provides a new perspective on assigning liability in AI 
crimes, ensuring that responsibility remains with human actors while addressing the legal gaps in Indonesia’s 
regulatory framework. 
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1. Introduction  
  

In terminology, Artificial Intelligence (hereinafter referred to as AI) is a "machine" or 
"software" that has the ability to do everything that is considered to require intelligence or 
a human-like brain performance system when operating it. The existence of AI in the 
technological world order raises a debate that presents pros and cons. It is possible that this 
AI can become a double-edged coin, in one side intended to help human performance but 
the other side causing problem. For example, AI programmed to carry out a task can 
unexpectedly perform actions that violate the law or are even dangerous to society 
(Bostrom, 2014). 

Artificial Intelligence (AI) began its presence in the early 1950s by Alan Turing and John 
McCarthy (Qurrahman et al., 2024). The revival of AI began in the 1990s. On February 10, 
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1996, an AI named Deepblue beat the world champion named Garry Kasparov (Pohan et al., 
2023). In the 2000s, advances in AI continued to grow rapidly. AI solving the problems like 
natural language processing, face recognition, and computer vision. These days, AI already 
has various forms, such as social media algorithms, visual design, music production, 
problem solving, and other forms of problem solving. 

The era that we live right now is the era where AI helps human life in almost every 
sector. Based on data from the website data.goodstats.id, Indonesia is the third-ranked 
country of ten countries that the most accessing AI in the world, from September 2022 to 
August 2023. Indonesia recorded 1.4 million visits to popular AI applications in that period. 
According to Goodstats that ChatGPT was the most popular AI platform used by 14 billion 
or 60% of the total traffic found by research analysts (Rasyid, 2024). That numbers showed 
us, at least, have proven how massive the use of AI is currently in Indonesia. 

Referring to the dominance of AI in Indonesia, it really feels unequal with the 
rationalization of rule making. Untill this day, not a single regulation has been made to detail 
the AI phenomenon. Developed countries, which are better prepared to face global 
challenges, have actually prepared clear regulations as a preventive measure against the 
development of AI. International conention  such as the United Nations Convention about 
the Use of Electronic Communications in International Contracts have recognized the 
importance of establishing the parties responsible for AI actions, which can be users, 
developers, or other entities involved (Carr & Goldby, 2011). 

The Council of Europe's Framework Convention on Artificial Intelligence is the first 
legally binding international treaty that examines and establishes the types of requirements 
for the formulation of future AI laws within the jurisdiction of the initiating countries, such 
as the European Union, the United States, the United Kingdom, and others. The Convention 
emphasizes governance requirements with the burden of compliance placed on the 
developer (Sentinella, 2024). 

Some countries have formulated regulations to control the use of Artificial Intelligence 
(AI) to protect basic rights and public safety. In the United States, the White House issued a 
"Blueprint for an AI Bill of Rights" in October 2022, which regulates AI privacy protection, 
transparency, and accountability, with California introducing the "California AI 
Transparency Act" for further oversight (Plotinsky & Cinelli, 2024). The UK released the "AI 
White Paper" in March 2023, setting out principles such as safety, fairness, and 
accountability, with oversight responsibilities divided among several regulators 
(Chamberlain, 2024). Meanwhile, the European Union pioneered by passing the "Artificial 
Intelligence Act" in March 2024, which prohibits the use of malicious AI and requires 
transparency and product testing before launch. The EU, has passed several resolutions and 
proposals to regulate liability for damage caused by AI, including the use of the concept of 
strict liability to cover legal loopholes in the event of accidents involving autonomous AI 
systems.  

In criminal law, the discussion of AI liability focuses on determining who should be held 
responsible for AI actions, given that AI has no awareness or intention (mens rea). The 
Perpetration-by-Another liability model views AI as a tool used by humans, so criminal 
responsibility rests entirely with the individual or entity that programs, operates, or uses it. 

Complexity arises when AI actions cannot be directly attributed to the intent or control 
of a specific individual because AI can make independent decisions. That situation make a 
difficult to determine liability, so some countries are considering a risk-based liability 
approach, where liability is imposed on the developer or user who commercially benefits 
from the AI, without considering intent or direct control over its actions (Henz, 2021). 

The development of criminal act over time shows adaptation to social, economic, 
cultural and especially technological changes. Initially, criminal act only included 
conventional act, such as theft, robbery, or physical violence. However, with modernization, 
and especially globalization, criminal acts have experience significant changes. Crimes that 
were previously limited to direct interactions between perpetrators and victims have now 
begun to expand into more complex domains, such as economic crime, environmental 
crime, and cybercrime (Patel, 2015). This transformation is in line with technological 
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developments, which expand the scope and modus operandi of criminal acts. For example, 
cybercrime and AI automated attacks, where AI can be programmed to conduct automated 
attacks on computer networks, including massive data theft and system sabotage. Such 
attacks have the potential to increase the intensity and losses suffered by victims, as AI can 
learn and adapt to the security systems it faces. Based on the explanation above, there are 
two main problem formulations that are interesting to research, firstly, what is the potential 
criminal acts that committed by Artificial Intelligence? secondly, how is the criminal liability 
of Artificial Intelligence in Indonesia criminal law? 
 

2. Methods 
 
The type of research used to analyze the problems is normative juridical 

research (Soekanto & Mahmudji, 2003). The normative juridical research method is a 
research based on analysis of library materials as secondary data. This research is using the 
legal norms contained in the laws and regulations and then an assessment of the laws, 
regulations and the other relevant literature data studied in this paper. The approaches 
used in this scientific article are conceptual approach, case approach, and statute 
approach (Marzuki, 2011) that is related to potential crimes by AI and criminal liability 
carried out by AI. Library research is used to gather legal materials, and inventory is added 
based on the problem formulation that has to be addressed 

Library research is used to acquire relevant legal materials, link them together, and 
assist the conversation. Criminal Code (KUHP) and Electronic Information and Transactions 
Law/ Undang-Undang Informasi dan Transaksi Elektronik (UU ITE) No. 1/2024 serve as the 
main legal resources used in this study. Books, journal papers, and research findings as 
resources a compatible theory secondary   legal literature. This descriptive-analytical study 
aims to give a full, thorough, and organized picture of everything that has to do with criminal 
case resolution by outlining the relevant laws and rules, legal theories, and effective 
implementation strategies. 

 

3. Results and Discussion 
 

3.1 Discussion of potential crimes committed by artificial intelligence 
 

In essence, the definition of a criminal offense in Indonesian laws and regulations does 
not have a clear and explicit definition. The definition of criminal offense understood until 
now is a theoretical creation of jurists. Strafbaar feit and delict are Dutch terms that are 
interpreted as criminal acts, criminal events, and many more (Santoso et al., 2023). 
Strafbaar feit, a dichotomy in 3 syllables, namely straf (translated as criminal and law), then 
baar (can or may), and feit (act, event, offense)(Chazawi, 2002). The usage of the term 
"criminal act" in Indonesia was precipitated by the adoption of Dutch criminal law based on 
the idea of concord. In Indonesia, the phrase criminal act is used in a variety of texts and 
laws, including criminal acts, criminal offenses, punishable acts, and punishable acts. 

Crime is a fundamental concept in normative juridical criminal law. Crimes or criminal 
acts can be understood from both a juridical and criminological perspective. In the 
normative juridical approach, a crime is an act that, in the abstract, has fulfilled the elements 
of a criminal offense (Mertokusumo, 1999). Moeljatno in his book reveals that a criminal act 
has the meaning of an act prohibited by a rule of law, the prohibition is accompanied by a 
threat or sanction in the form of a certain penalty for those who violate the prohibition 
(Gunadi & Efendi, 2014). So it can be concluded that a criminal offense is an act or action 
committed by a legal subject against the law which results in criminal punishment. 

Departing from this definition, of course there are elements that must be met if an act 
is classified as a criminal offense. The elements are divided into two perspectives, namely 
monistically (focusing on the requirements of nature and actions) and dualistically 
(focusing on actions only). According to the monistic view, the elements of a criminal offense 
are as follows (Ilyas, 2011): 
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a. The existence of an act; 
b. The existence of unlawfulness; 
c. There is no justification; 
d. Able to take responsibility; 
e. Error; and 
f. There is no excuse. 
 

Meanwhile, the elements of a dualistic criminal offense consist of: 
 
a. The existence of acts that match the formulation of an offense; 
b. There is an unlawful nature; and 
c. Absence of justification. 
 
Artificial Intelligence (AI), or artificial intelligence, is a branch of computer science that 

focuses on developing systems or machines capable of mimicking human intelligence to 
perform a variety of complex tasks that would normally require human intelligence 
(Qurrahman et al., 2024). In general, AI allows machines to perform activities such as 
reasoning, learning, decision-making, and perception of the surrounding environment. 
According to Russell & Norvig (2021), AI can be defined as an attempt to create intelligent 
agents that can understand, act, and adapt independently within their environment. AI is 
not just software or programs, but includes progressive adaptability and problem solving. 
AI is not limited to biological methods or patterns that can be observed in humans; instead, 
it relies on computational algorithms, machine learning, and big data to identify patterns, 
analyze information, and make decisions (Goodfellow et al., 2016). 

AI includes various sub-disciplines such as machine learning, deep learning, natural 
language processing (NLP), robotics, as well as knowledge-based systems (Saini, 2023). 
These sub-disciplines enable AI to handle large amounts of data, analyze complex patterns, 
and respond effectively according to the situation at hand. The dimensions and capabilities 
of AI itself, according to Russell & Norvig (2021), can be divided into four main dimensions 
that include thought process, behavior, humanism, and rationality. Based on these 
dimensions, AI is classified into four categories: (1) systems that think like humans, (2) 
systems that act like humans, (3) systems that think rationally, and (4) systems that act 
rationally. This categorization focuses on AI's ability to understand problem patterns, 
provide accurate solutions, and think and act based on reliable calculations. In this way, AI 
can produce optimal solutions to various complex problems through an adaptive and data-
driven approach (Tegmark, 2017). 

AI is generally divided into two main types: Artificial Narrow Intelligence (ANI) and 
Artificial General Intelligence (AGI). ANI is a subset of AI that is especially built to perform 
certain functions, such as digital voice assistants or content recommendation systems. ANI 
relies on algorithms learned in a single area and is unable of functioning outside of its 
specified programming (Goodfellow et al., 2016). ANI works based on algorithms trained to 
recognize specific patterns in one domain, but is incapable of acting outside of its 
programming-defined scope. In this case, ANI has the potential to become a tool for criminal 
acts such as surveillance that violates privacy or manipulation of data for illegal gain. 

Instead, AGI is a type of artificial intelligence that is similar to humans' ability to 
perceive, learn, and adapt to varied contexts. AGI is not only capable of solving various 
complex tasks, but also has adaptive flexibility that enables autonomous decision-making. 
The fast development of AI over the last few decades has brought many benefits, but it has 
also presented concerns, particularly in terms of potential criminal crimes and legal liability. 
In the future, the emergence of AGI may have major implications for criminal law, especially 
in terms of determining legal liability when AGI acts autonomously without human control. 
In this case, the potential for AGI to make autonomous decisions poses a serious risk of 
criminal offenses, including autonomous vehicle accidents or fatal medical errors. In these 
situations, it is difficult to determine the legally responsible party, given the nature of the 
AGI that is not fully under the control of the developer or user. 
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The implications of AI for criminal law require in-depth study, especially in 
determining legal responsibility when AI causes harm. For example, in the case of an AI-
controlled autonomous vehicle that has a fatal accident, it is difficult to determine who is 
legally responsible. Currently, Indonesian criminal law still relies on the concept of "mens 
rea" or malicious intent which is only relevant for human legal subjects. The adaptable and 
autonomous nature of AI demands a new approach in law, including the establishment of 
specific regulations governing the actions and risks associated with AI. 

Crime always develops one step ahead of the efforts made by law enforcement. The 
juridical definition of crime according to R.Soesilo is an act of behavior that is contrary to 
the law (Ridwan & Ediwarman, 1994). This means that a crime can be categorized as a 
criminal offense if it is regulated by law with the principle of legality. However, there is a 
criminal policy in the politics of criminal law in Indonesia in order to see the potential 
crimes that may arise, it is necessary to approach the law preventively administratve and 
repressive judiaciary. This statement is certainly in line with the massive behavior of people 
who always move dynamically in today's digital 5.0 era.  

One of the potential crimes that are feared to occur in the future is criminal acts by 
artificial intelligence. Artificial intelligence will not escape the potential to commit an act of 
violation of the law, either due to its own autonomous capabilities or due to problems in the 
existing system (Bahiyaturrohmah, 2024). The sophistication of artificial intelligence can 
open up a series of new criminal opportunities. Based on the level of threat posed, crimes 
that can be committed by artificial intelligence can be categorized into mild, medium, and 
high (Caldwell et al., 2020). 

Low-threat artificial intelligence crimes refer to the types of crimes that can be 
committed by artificial intelligence that tend to have relatively small or limited 
consequences that are easier to prevent by improving network security and authentication 
systems, such as misuse of biometric systems, artificial intelligence-based fraud known as 
snake oil, and learning-based cyber attacks. Furthermore, there is a medium threat category 
of artificial intelligence, which is a type of potential crime that has the same meaning as the 
low category, but if not prevented, it will have a great risk or impact (Leprince-Ringuet, 
2020). For example, burglar bots and AI-authored fake reviews. Finally, the high-level 
category of artificial intelligence crimes refers to the types of crimes committed by artificial 
intelligence that are difficult to prevent and have a great risk, so that this artificial 
intelligence is considered to threaten the basic rights of everyone and even the security of 
the state. This high-level artificial intelligence crime is certainly different from the previous 
low and medium-level AI crimes. Therefore, special attention needs to be given to crimes 
committed by artificial intelligence at this high level. Two of these potential crimes by 
artificial intelligence are Deepfake and Autonomous Vehicle Crime. 

First, the potential criminal offense of Deepfake. The term deepfake is terminologically 
divided into the word "deep" (referring to deep learning) and the word "fake" (Brandon, 
2018). Deepfake is a visual medium in the form of video, audio, or even a combination of 
both that is altered to manipulate the public by using the capabilities of Artificial Intelligence 
from a machine-based or software system as propaganda and profit (Veljković et al., 2024). 
The technique starts by analyzing a large number of photos or videos of a person's face, 
teaching artificial intelligence algorithms to make changes to the face, and then using these 
algorithms to map the face into video, as well as audio (Dodge et al., 2018).  

The purpose of creating deepfakes was originally just for entertainment and jokes. 
However, the irony is that in today's social media, this AI-based technology has been 
misused to mislead the public and spread false information or news lately. The problem of 
using deepfakes is increasingly widespread and has a variety of models. In Indonesia, PT 
Indonesia Digital Identity (VIDA), an Electronic Certification (PSrE) organizer registered 
with the Ministry of Communication and Digital (Komdigi) noted that deepfake cases are 
estimated to reach 1,550 in the period 2022 to 2023 (Liman & Zulaikha, 2024). For example, 
the case of the former President of the Republic of Indonesia appearing to make a speech 
using Mandarin which suddenly shocked social media, but apparently the speech was a hoax 
(Iradat, 2023).  
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Deepfake itself can also be used for pornographic content, one of which is by replacing 
or manipulating by attaching a person's face to the body of a pornographic content role and 
as if the face of the person whose face is attached to this pornographic content is carrying 
out sexual activities. The next example is the famous Indonesian actress Nagita Slavina in 
2022 regarding a 61-second immoral video that looks like Nagita Savina, according to the 
Metro Jaya Police Cyber Team, it was revealed that the video was the result of Deepfake 
manipulation where someone else's face was replaced with Nagita Slavina's face using AI 
(Maharani et al., 2023). 

In fact, Indonesian regulations have indeed regulated the ethics of playing social media 
in Law Number 1 Year 2024 concerning Electronic Information and Transactions regarding 
the distribution and transmission of content which is classified as a criminal offense. 
Criminal threats against the perpetrators are regulated in Article 45 paragraph (1) of the 
ITE Law which reads "Every person who intentionally and without rights broadcasts, 
shows, distributes, transmits, and/or makes accessible Electronic Information and / or 
Electronic Documents that have content that violates decency for public knowledge as 
referred to in Article 27 paragraph (1) shall be punished with a maximum imprisonment of 
6 (six) years and / or a maximum fine of Rp l,000,000,000.00 (one billion rupiah)". Similarly, 
pornographic content and personal data theft are already regulated in Indonesia through 
law.  

The issue is not about the outcome of the action, but about how these deepfake 
techniques can be prevented and overcome. Surely this deepfake technique will continue to 
innovate following the fast-moving AI updates. The solution from the government is 
questionable to move quickly in terms of this deepfake crime. 

Second, Autonomous Vehicle (AV) technology, or autonomous vehicles, are innovations 
that allow vehicles to move and operate without human intervention, utilizing artificial 
intelligence and sensors for navigation and decision-making on the road. According to the 
National Highway Traffic Safety Administration (NHTSA), Autonomous Vehicle are able to 
recognize the surrounding environment and operate autonomously through a combination 
of sensors, AI, and machine learning algorithms (NHTSA, 2017). This technology offers 
many advantages in terms of efficiency and safety, but its weaknesses also create the 
potential for serious criminal activity, especially when these weaknesses are exploited by 
malicious parties or when there is a failure in the AI system.  

One of the potential criminal consequences of AV is the system's limitation in 
recognizing and classifying objects correctly. The algorithms controlling AV’s rely heavily 
on training data, which may not cover every situation or pattern of objects that may be 
encountered in the real world. In the 2018 Uber crash case, for example, the AV software 
failed to recognize a pedestrian as a human and considered him a static object. This 
prevented the system from activating brakes or maneuvering to avoid a collision, resulting 
in a deadly disaster. (CNN Indonesia, 2019). These failures show that limitations in object 
classification can create the potential for serious criminal offenses, where technological 
negligence has a direct impact on the safety of human lives.  

In addition to failures in object classification, AVs are also vulnerable to hacking and 
manipulation of sensor data. Because they rely on data from sensors such as lidar, radar, 
and cameras, AVs can be sabotaged through external tampering or manipulation. For 
example, in the Jeep Cherokee hacking incident in 2015, two security experts managed to 
remotely access the vehicle's steering and braking systems (Greenberg, 2015). 

In addition to physical threats, AVs also collect extensive user data, such as travel 
routes, location, and driving habits, which can be misused if they fall into the hands of 
irresponsible parties, as well as recording all user activities and personal data. The misuse 
of this data opens up opportunities for criminal acts such as identity theft or fraud, which 
harm individuals and potentially violate privacy (Brundage et al., 2018). An indication of 
this is that there is an element of fault that can be held liable to the developer as the person 
behind the database of the AI embedded in the AV. Overall, the weaknesses in AV technology 
create the potential for destructive criminal acts as they include various threats to physical 
safety, data security, and individual privacy.  
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3.2 Discussion of artificial intelligence criminal liability 
 

Criminal liability is defined as the imposition of punishment for actions that violate 
prohibitions or cause prohibited conditions (Fadlian, 2020). Criminal liability is simply 
described as a punishment that must be applied as a result of a criminal law violation. 
According to Prodjodikoro (2008), a criminal act is an act whose perpetrators can be subject 
to criminal law. Criminal liability focuses on proving whether an action is a criminal act or 
not. The causality between criminal liability and the act must be seen much more 
specifically. 

As a legal act, we should examine the elements that must be fulfilled in order for an act 
to be considered a criminal offense. According to Lamintang (1997), the are both subjective 
and objective parts to criminal act. The part of a criminal act are not limited to the two parts 
above. Knowledge of the part of criminal act also develops following the times and different 
opinion among experts. However, in general, it can be concluded that the part of a 
comprehensive crime include (Huda, 2010) the legal subject that is target (addressaaat 
norm), prohibited acts (strafbaar), either doing something (commisssion), or not doing 
something (omission), as well as causing consequences, and criminal threats (strafmaat). 

Legal subjects are parties who are capable or able to carry out legal actions. Indonesia 
only recognizes two legal subjects that can be held criminally liable. The first is the Person 
(Natuurlijke Person), and the second is the Legal Entity (Recht Person). Initially, the subject 
of law was limited to persons only, but with the dynamics of the law that continues to 
develop, it gave birth to an expansion of meaning. Therefore, legal entities are also regulated 
as subjects of law and are considered capable of performing legal acts. 

The fundamental element of a legal subject is the intention of the legal subject. Intention 
with its relationship to the actions taken by the perpetrator of the crime is termed mens rea 
(Joshua & Adhari, 2021). Mens rea is the psychological condition of the perpetrator of a 
criminal act, at the moment of committing a criminal act is a psychological state that can 
make a person subject to criminal sanctions (Sudarto, 2009) In this way, it can be said that 
intention is the basic of criminal liability, the absence of intention causes a person cannot 
be subject to criminal sanctions for his actions. According to Paulsen, a behavior cannot be 
called a crime if there is no malicious intent. 

In the context of AI’s existence as a legal subject, this means that AI’s intent must first 
be proven. If AI is seen as something that can carry out legal actions, then it is not certain 
that AI can be held legally responsible. Due to the fact that criminal liability is only required 
for something that is a legal subject. This is a fundamental part of the principle of legality. 
So far, AI is still carried out according to human will. As long as there is no mechanism that 
can prove AI’s natural criminal will, then imposing criminal liability on AI is wrong. 

In studying AI as a legal subject, we should detach it from the framework of the 
principle of legality. Based on various legal sources , there are still no specific regulation 
regarding AI. Therefore, using analogies to overcome legal gaps is a logical thing to do. The 
application of basic legal logics is the best way to find the most appropriate regulation. It is 
hoped that the regulatory model discussed today can become the basis for future legal 
thinking (ius constituendum).   

Putting AI as a single legal subject is impossible. The existence of AI cannot be separated 
from the human element (natuurlijke person) both as a users and developers. Thus, AI that 
commits a criminal offense will never stand alone for its actions. So far, AI can only run with 
human commands and cannot carry out activities for its own purposes. This means that AI 
does not have willpower like humans and the element of mens rea cannot be proven. As 
long as there is no legal mechanism that can prove that AI has a will and there is an element 
of intention, then making it a single legal subject is impossible. 

One of the very important concepts of evidence in criminal law is the element of intent. 
Von Hippel explained that what is meant by intetion is the will to make an act and the will 
to cause consequences of that act. The formulation of willing and knowing is often referred 
to as willens en wetens. Willens means that one must will what one does and wettens means 
that one must know the consequences of what one does (Mallarangeng et al., 2023). The 
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element of intent and the two formulations above are clearly not fulfilled. How is it possible 
that an AI that does not even have consciousness to fulfill the element of intentionality to be 
used as a single legal subject. On the other hand, criminal acts committed by or with AI must 
still be held accountable. However, the paradigm of AI as a single legal subject must be 
shifted to humans who are involved in criminal acts committed by AI. This research aims to 
find out which party who should be responsible for the mistakes made by AI. Therefore, AI 
is considered as a partial legal subject, using the doctrine of in loco parentis (Amboro & 
Komarhana, 2021). This doctrine means "in place of parents" or instead of parents (Legal 
Information Institute, 2023) This doctrine views AI as a child whose responsibilities are still 
under parental supervision. The parents are the developers and users of that. The use of 
this doctrine makes sense, given that AI is considered a subject capable of legal action, but 
not capable of being held liable. 

In proving a criminal act in AI, the first thing to do is to identify the location of fault. 
There are two views of AI criminal liability in terms of AI's capacity to act. The first is AI that 
acts semi-autonomously or still requires user commands. The liability for this action will be 
returned to humans or user as the government who can prove the mens rea element. By 
using the doctrine of Vicarious Liability. This doctrine essentially explains that other people 
can be responsible for the actions or mistakes made by other people (other entities) 
(Sulistio & Salsabilla, 2023). In Indonesian criminal law, this doctrine can be seen from the 
Criminal Code 2023, specifically in Article 37 paragraph (2). This article stipulates that a 
person can be held responsible for criminal acts committed by others. 

The implication of the use Vicarious Liability is that criminal liability carried out by AI 
is returned to the user. So, AI is seen as a tool. Humans as the users becomes a substitute 
legal subject who will bear legal responsibility if the AI commits a criminal act at its 
command. This can be likened to AI as a legal firearm, and humans as its users. Firearms 
that is supposed to function for self-defense can be misused for criminal acts of murder. This 
means that the power rests with humans as the users of firearms or in this context AI. 
Likewise, the military should be held responsible for war crimes, and it is not arms supply 
companies. However, if the AI's fault lies in the programming elements that created the 
crime, then criminal liability will be back to the developer. For example, program errors, 
errors, judgment and calculations  errors that have fatal consequences. Moreover, if the AI 
has been indicated as fully autonomous, it means that the AI has its own consciousness 
(Sulistio & Salsabilla, 2023). Therefore, the developer is considered to have reason to 
suspect that there will be criminal acts may have occured. At the end, based on the principle 
of material offense, developers can be criminal sanctions againts AI. Without having to wait 
for the effects  after it reaches the user.   

 

4. Conclusions 
 
Based on the threat level, the potentially crimes that commited by Artificial Intelligence 

are divided into three categories: low, medium, and high with the highest category covering 
crimes that pose a significant risk to public safety and state security. Two forms of AI crime 
that require special attention are deepfake and autonomous vehicles (AV) crime. Deepfake 
uses AI to manipulate visual and audio media, creating false information that can damage 
reputations or spread propaganda, such as cases in Indonesia related to the spread of 
hoaxes and pornographic content. On the other condition, AVs, which operate without 
human intervention, offer efficiency but present significant risks if their AI systems fail, as 
in the fatal Uber crash in 2018. In addition to the risk of accidents, AVs are vulnerable to 
hacking, which can pose physical threats and privacy violations through misuse of user data. 
Overall, the development of AI brings great challenges to criminal law, requiring a proactive 
response from policymakers and law enforcement to anticipate and address these potential 
technological crimes to protect public safety and maintain the integrity of privacy. 

The Criminal Liability of Artificial Intelligence in Indonesia criminal law, must be 
released from the framework of the principle of legality given the absence of regulations on 
this matter. Therefore, the use of theories, doctrines, expert opinions, basic legal logic and 
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analogies are the basis for proper legal formulation. The current AI does not yet have the 
ability to perform its own actions without human command. As a legal subject, it must have 
a will or mens rea element. In the will, the formulation of willing and knowing (wettens en 
willens) is known. As long as there is no legal mechanism that can prove that AI has a will 
and there is an element of intentionality, then making it a single legal subject is impossible. 
Crimes caused by AI must still be accounted for. The paradigm of criminal responsibility is 
shifted to the human element involved in the act. The first doctrine is to view AI as a child 
whose guardianship of the criminal offense committed is returned to the user and developer 
as parents (in loco parentis). The second is the doctrine of vicarious liability which 
emphasizes that the criminal responsibility of a person can be transferred to another person 
or entity in line with the Criminal Code 2023 in article 37 paragraph (2). If the element of 
AI fault is born due to misuse of the AI's intended function, then the liability is borne by the 
user. Meanwhile, if the AI fault lies in programming elements such as errors and technical 
errors, the developer is deemed to be able to expect that the error will occur. In such cases, 
it is the developer who must bear the criminal burden.
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